
Main idea:

This paper investigates the effect of pretraining on existing CL methods. introduce a simple yet effective 
The authors proposed a new simple baseline that employs minimum regularization and leverages the 
more beneficial pre-trained model, coupled with a two-stage training pipeline.

Main findings:

It makes more sense to grab a pretrained of-
the-shelf network when applying any CL 
algorithm in real-life. 

-

It has been proofed (figure to the right) that 
different CL methods receive different benefits 
from pretraining. That is, an underperforming 
algorithm could become competitive and even 
achieve state- of-the-art performance, when all 
algorithms start from a pre-trained model.

-

Pretraining is especially important when training 
data is small. 

-

Analysis: 

Evaluation scenario: CIL and online CIL, where the model can only have access to the data once unless with a 
replay buffer. In other words, the model can not iterate over the data of the current task for multiple epochs, 
which is common in CIL.

Evaluation datasets: CIFAR100 with 20 tasks, CUB200, Mini-ImageNet, FGVC-Aircraft, QuickDraw

Finetuning strategy: They initialize the model with the pretrained weights and then finetune in a supervised or 
self-supervised approach. 

Two-stage pipeline: They have two training phases. In the first one (streaming phase), the model learns from 
the streaming current data for 1 epoch and stores some examples in the memory. In the second phase (offline), 
the model learns from the samples in the buffer for 30 epochs. 

Total of C classes that are split into T tasks (no overlapping)

Results: 

Scratch 

With pretraining 

Compared to from scratch, we 
see a huge improvement in 
different CL methods when 
pretraining is used (supervised 
finetuning) 
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Different pretrained models have different influence, 
but overall speaking, ImageNet pretrained RN50 (i.e., 
supervised fine-tuning) yields the best results with 
most CL methods. 

Self-supervised fine-tuning (SimCLR loss) has less 
forgetting than supervised fine-tuning.

Results of the proposed two-stage baseline: 
The proposed method combines the simplest ER that exerts 
no regularization during training, ImageNet RN50, and the 
two-stage training pipeline discussed above. 


